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Critical debate about use and misuse of p-values    (Hirschauer et al. 2022) 
 
 
 Null Hypothesis Significance Testing (NHST) 

 
 
 Based on ideas of significance testing (Fisher 1925) and hypothesis testing 

(Neyman & Pearson 1933) 
 
 
 Methodological warning American Statistical Association 2016, special issue  

 
“Statistical Inference in the 21st Century: A World Beyond p < 0.05.” 

 
 
 Call to retire significance testing in Nature 2019  (Amrhein et al.) 

 
 
 Reproducibility crisis (Ioannidis 2005 “Why most research findings are false”) 

 
 
 Publication bias 
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Hofmann et al. (2014): 
Environmental Sciences 
Europe 26:24 
 
Maize pollen deposition  
(y; log-scale) in relation to 
distance from the nearest 
pollen source under 
common cultivation  
(x; log-scale) - results of 
10 years of monitoring 
(2001 to 2010) 
 
E(y) =  + x 
 
 = intercept 
 = slope 
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Basic concepts 
 
 
Example: linear regression, slope parameter  
 
 
Sample estimator  ̂   
 

Signal-to-noise ratio 
SE

z ̂
     

 
SE = standard error 
 
 
Null hypothesis H0:  = 0   , Alternative hypothesis HA:   0    
 
Test statistic: z !
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Distribution of ̂  under H0 

 
 

(Hirschauer et al. 2022) 
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Distribution of z under H0 
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(Hirschauer et al. 2022) 
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p-value 
 
Probability of observing z as large as in this study, or larger, assuming H0 is true 
 
This is a conditional probability 
 
 
 If p-value is small (e.g. 0.05), we reject H0 
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Criticism 
 
 p-value is just a one-to-one function of the signal-to-noise ratio z 

 
 Better report signal (effect size) ̂  and noise (precision) SE separately 

 
 p-value is a conditional probability that assumes H0 to be true, but does not 

say anything about the probability that H0 is true 
 
 A non-significant test does not prove the H0 to be true  

(“Absence of evidence is not evidence of absence”, Altman and Bland 1995) 
 
 Significance  Relevance 

 
 p-hacking 
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 (Hirschauer et al. 2022) 
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                     (www.metafor-project.org) 

Figure: A funnel plot 
 
 publication bias 
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(Hirschauer et al. 2022) 
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Main recommendation by Hirschauer et al. (2022) 
 
 
Go back to basics  
 
 just report point estimates ̂  and standard errors (SE)
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Confidence intervals1 
 
Example: linear regression, slope parameter  
 

SEt ̂     
 
Sample estimator  ̂   
 
SE = standard error 
 
t = (1/2)×100%-quantile of t-distribution 
 
 (1)×100% coverage probability 
 
 
 
1Hirschauer et al. (2022) only mention CI once, in a footnote on page 67 
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Link between confidence intervals and significance tests 
 
 
If the (1)×100% confidence interval (CI) 
 

SEt ̂  
 
covers  = 0, then H0 cannot be rejected at significance level  
 
 
Example: Maize pollen deposition 
 

 = −0.585 
SE = 0.092 
 
CI: −0.0585  2  0.092           (−0.769; −0.401) 

^ 
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Tests of equivalence 
 
One key point of criticism of NHST: Can’t prove H0:  = 0 
 
The way out: Prove that  is “close” to 0  
 
 Reverse roles of H0 and HA 
 
H0:  is not close to 0   (||  ) 
HA:  is close to 0   (|| < ) 
 
 Two one-sided tests (TOST; Schuirmann 1987) 
 
 Show that (1−2)100% confidence Interval for  is inside interval (−, +) 
 
 Plan sample size accordingly  (Piepho et al. 2022) 
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(Walker & Nowacki 2011)



Hans-Peter Piepho 21 

Model selection 
 
p-values are often used for model selection (variable selection) 
 
There are alternatives, such as 
 
 Use of information criteria (Akaike Information Criterion, AIC; Bayesian 

Information Criterion, BIC) 
 Model averaging / multi-model inference 

 
 
 

(Burnham & Anderson 2002; Heinze et al. 2018)
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Figure: Comparison of 
likelihood (top) and Bayesian 
(bottom) inference methods 
(Meeker et al. 2017). 

Bayesian methods 
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Conclusion 
 
 Much of the criticism raised against the common usage p-values is valid 
 
 Abandoning p-values altogether is throwing out the baby with the bath water 

 
 Better increase awareness of the meaning and limitation of p-values 

 
 Emphasize importance of sample size and design 

 
 Focus on point estimates and standard errors is good but leaving it at that is 

not usually sufficient 
 
 confidence intervals 
 equivalence tests 
 model selection criteria such as AIC 
 go Bayesian (great but not so easy) 
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Table: Summary of options mentioned 
 
Method  A good reference  An R-package 
     
p-values (NHST$)  (your favourite classical text)   
Confidence intervals  Meeker et al. (2017)  ‘multcomp’ 
Equivalence test  Walker & Nowacki (2011)  ‘equivalence’ 
Multi-model inference  Burnham & Anderson (2002)  ‘MuMIn’ 
Bayesian methods  van de Schott et al. (2021)  ‘rjags’, ‘stan’ 
$ Null Hypothesis Significance Testing 
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